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EIM (embedded ion method), cluster, combined EIM/cluster, and isolated molecule13C and15N chemical
shielding and quadrupolar coupling constant (QCC) calculations at the B3LYP level with D95**, D95++**,
6-311G**, and 6-311+G** basis sets were done on the amino acidsL-alanine,L-asparagine monohydrate,
and L-histidine monohydrate monohydrochloride and on the two polymorphsR and γ glycine. The
intermolecular interactions that are present in the amino acid crystals are accounted for in the EIM calculations
by a finite array of point charges calculated from Ewald lattice sums and in the cluster calculations by a shell
of neighboring molecules or molecular fragments. The combined EIM/cluster calculations utilize a cluster of
molecules inside an EIM point charge array. The theoretical13C and15N principal shielding values for the
amino acids studied are compared to the experimental principal shift values. In addition, theoretical CN bond
orientations in the chemical shift principal axis system (PAS) are compared to the experimental orientations
obtained from13C-14N dipolar couplings. The theoretical QCC at the nitrogen positions are compared to
experimental14N QCC principal values reported in the literature. The carbon and nitrogen theoretical chemical
shielding, the C-N orientations, and the QCCs from the ab initio calculations show improved agreement
with the experimental values when the intermolecular interactions are accounted for by EIM or cluster
calculations. The EIM13C shielding calculations are found to give better agreement with the experimental
values than cluster13C shielding calculations. However, to achieve good agreement between the theoretical
14N QCC and the15N principal shielding values with the respective experimental values, both intermolecular
electrostatic and covalent interactions have to be included explicitly in the EIM/cluster calculations.

Introduction

The chemical shift and the quadrupolar coupling constants
are known to be excellent probes for molecular conformation
and intermolecular interactions, and good agreement between
theoretical and experimental values suggests that an appropriate
level of theory is used on a valid molecular model.1-3 Thus
accurate ab initio calculations of molecular properties such as
chemical shielding and electric field gradients (EFG) allow the
interpretation of experimental chemical shifts and quadrupolar
coupling constants and may be used for structural analysis. In
many condensed nonpolar organic systems intermolecular
interactions are rather weak and may be neglected in the
molecular model used in ab initio shielding calculations.4

However, hydrogen bonding and ionic interactions are very
important factors for substrate recognition, secondary structure,
and assembly of supermolecular compounds in systems of
biological and material science interest.5 It has been shown
previously that chemical shifts6-10 and quadrupolar coupling
constants (QCC)11-13 are sensitive to lattice effects such as
hydrogen bonding and long range electrostatic interactions and
must be considered for accurate theoretical calculations of
chemical shieldings and QCCs.

Most previous investigations account for intermolecular
effects in theoretical calculations using cluster approaches.9,14

In this approach a suitable part of the crystal lattice is selected

to form a supermolecule or cluster that is used as a model of
the infinite crystal in ab initio calculations. In many cases this
approach yields reasonable agreement between experimental
shifts and theoretical shielding; however, it is applicable only
to compounds with a limited number of heavy atoms so that
the number of atoms in the cluster remains feasible for ab initio
calculations. Currently, Hartree-Fock and hybrid density
functional theory (DFT) calculations approaching only 50 heavy
atoms are commonly performed with basis sets of double-ú
quality that yield good shielding tensors.15,16In addition, a cutoff
for the cluster is selected somewhat arbitrarily.9 The lattice
beyond this cutoff is completely neglected.

It has been shown that beyond about 3 Å the effect of
neighboring molecules is reduced to mainly electrostatic inter-
actions, and it has been suggested that intramolecular confor-
mational effects of distant functionalities observed in chemical
shifts are also mostly of electrostatic nature.17,18To extend the
lattice, neighboring molecules may be described by point charges
either at atomic crystallographic positions19 or at a grid
reproducing the potential of the molecule.20 Several approaches
have been employed to obtain the position and the magnitude
of the point charges describing the neighboring molecules.11,12,19,20

However, these approaches included only a relatively small
number of neighboring molecules described by point charges
in such calculations. Large arrays of point charges can be easily
incorporated in quantum mechanical calculations without in-
creasing the computational demands significantly and the lattice
effects for even large systems such as peptides or natural
products may be incorporated in calculations using this ap-
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proach.21 However, it is unclear to what extent short range
intermolecular interactions have to be explicitly considered to
obtain accurate chemical shift values when spin-pairing of the
respective interacting electrons becomes important.

It has been shown that lattice effects such as hydrogen
bonding and electrostatic interactions on carbon chemical shift
tensors in amino acids may be described by an array of point
charges, obtained from molecular mechanics calculations
(AMBER),22 at crystallographic atomic positions of 28 neigh-
boring molecules.19 However, it was noticed previously that even
distant charged groups with partial atomic charges (as far as
15-18 Å away) have a considerable effect on the theoretical
carbon chemical shielding in peptides.23 Furthermore, artificially
large residual dipole moments may be obtained in clusters of
ionic molecular crystals due to imbalanced charge pairs at
opposite outer surfaces of the cluster. These artificial residual
dipole moments may be large even for very extended clusters
and unfortunately, they usually converge very slowly with
cluster size.24

The embedded ion method (EIM) is a general method to
include intermolecular interactions in quantum mechanical
chemical shift tensor calculations of ionic and polarized
molecular systems, recently exploited in our laboratory.25 The
EIM mimics intermolecular interactions with electrostatic crystal
potentials. The electrostatic crystal potential that is experienced
by each atom in a molecule or ion of interest inside an infinite
crystal lattice may be simulated with a finite, self-consistent
array of point charges, which are generated using the Ewald
summation method and quantum mechanical partial atomic
charge calculations.24,26,27Subsequently, properties such as the
chemical shielding tensors and the QCC are calculated for the
ion or molecule of interest embedded inside the point charge
array using standard quantum mechanical methods. The EIM
was first applied to a series of ionic potassium carbonates and
thiocarbonates and significantly improved the accuracy of13C
chemical shift tensor calculations for these ionic compounds.25

Furthermore, the EIM has been utilized for the calculation of
the 13C and15N chemical shift tensors in several nucleosides
with comparable success, indicating the general suitability of
the method.28,29

Amino acids are intermolecular hydrogen bonded zwitterions
and present an excellent test case, because single-crystal neutron
diffraction data,30-34 13C35 and 14N quadrupolar data36-40 are
available for comparison. To obtain accurate shielding tensors
and QCC, both long range electrostatic and short range
interactions have to be accounted for in the amino acid model
system. Here we investigate the effect of intermolecular
interactions in amino acids on the13C and15N chemical shift
principal values and the14N QCC for different models of the
neighboring molecules and the crystal lattice. These approaches
include a cluster, an EIM, and a combined EIM/cluster where
the neighboring molecules are described either by only point
charges (EIM) or quantum mechanical formalism (cluster, EIM/
cluster); the lattice is either neglected (cluster) or described by
point charges reproducing the electrostatic lattice potential (EIM,
EIM/cluster). The quantum mechanical calculations are done
using density functional theory (DFT) to include electron
correlation, which has been found to have a sizable effect on
calculated sp2 carbon and nitrogen chemical shift tensors and
QCC.4,21 Comparison of cluster and EIM results with calcula-
tions of isolated molecules and with experimentally determined
values results in an appreciation of the lattice effects on the
chemical shift and the QCC.

Experimental Section

Slow spinning15N MAS experiments were performed on a
CMX200 (4.7 T) spectrometer equipped with a 7.5 mm PENCIL
probe and operating at a15N frequency of 20.273 MHz. In all
experiments transverse magnetization was produced by cross
polarization from protons. Theπ/2 pulse widths for proton were
approximately 4.0µs for all experiments. The spinning speed
for the L-asparagine andL-histidine spectra werefr ) 400 Hz,
and forR glycine the spinning speed wasfr ) 100 Hz. Proton
continuous wave (CW) decoupling was used with a decoupling
field of 62 kHz. All spectra were referenced to the nitromethane
ppm scale using the15N glycine resonance at-346.43 ppm.
The principal shifts were extracted from the sideband spectra
by nonlinear least-squares fitting utilizing the banded matrix
approach to calculate sideband intensities.41 The experimental
conditions for the13C experiments, sample preparation and
details of the data analysis are described elsewhere.35 All
experimental principal shift values are given in Table 1.

DFT Calculations

GIAO42 shielding, natural bond orbital (NBO),43-48 and
ChelpG49 partial atomic charge calculations were performed
using Gaussian 9850 and the B3LYP51-54 functional with the
full double-ú basis sets D95** and D95++** 55 and the single/
triple-ú split valence basis sets 6-311G** and 6-311+G**. 56,57

In the isolated molecule calculations ofL-asparagine monohy-
drate and L-histidine monohydrochloride monohydrate the
crystal water and chloride counterion were omitted. The cluster
calculations onR glycine, γ glycine, and L-alanine were
performed on clusters of complete molecules where atomic
positions were taken from the known single crystal neutron
diffraction studies. Theγ glycine andL-alanine clusters included
seven and theR glycine cluster six complete molecules. Because
of the size ofL-asparagine andL-histidine the cluster calculations
were not done using complete neighboring molecules. Instead,
amino acid fragments were used that completely describe the
hydrogen bonds at the central molecule of interest. Thus, the
shell of neighboring molecules inL-asparagine was described

TABLE 1: Experimental Chemical Shift Principal Values
(ppm)

δ11 δ22 δ33 δiso

R glycine C′ 244.8 179.5 105.2 176.5
CR 60.3 46.0 24.8 43.7

γ glycine C′ 240.3 174.0 105.9 173.4
CR 59.2 44.5 20.6 41.4

L-alanine C′ 243.0 184.6 106.4 178.0
CR 66.0 55.2 32.3 51.1
Câ 31.5 20.7 9.6 20.6

L-asparagine C′ 242.8 179.7 105.5 176.0
CR 68.5 53.3 31.3 51.1
Câ 49.8 40.5 13.9 34.8
Cγ 246.2 196.7 84.0 175.6

L-histidine C′ 241.6 170.1 107.2 173.0
CR 68.5 57.0 37.8 54.4
Câ 34.6 29.5 16.3 26.8
Cγ 202.7 132.3 49.8 128.2
Cδ2 197.5 163.2 48.4 136.4
Cε1 190.9 122.8 44.3 119.3

R glycine N -337.6 -346.0 -355.4 -346.3
L-asparagine N -324.6 -346.1 -347.4 -339.3

Nδ2 -158.5 -301.7 -335.2 -265.2
L-histidinea Nδ1 -102.1 -161.9 -305.9 -189.9

Nε2 -107.7 -185.8 -316.3 -203.3

a These principal shift values compare favorably with previously
reported values; see ref 6.
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by water, acetamide, and glycine molecules with all atoms at
crystallographic positions. TheL-histidine cluster consists of
water, glycine molecules, imidazolium, and chloride ions. The
open valences caused by truncation were completed with
hydrogen atoms at standard positions. TheL-histidine cluster
carried a formal charge of+1 e, all other clusters were charge
neutral. TheR glycine, L-asparagine, andL-histidine clusters
are shown as examples in Figure 1.

Combined EIM/cluster DFT-GIAO shielding calculations for
L-asparagine andL-histidine were done on clusters of complete
molecules at crystallographic positions. The neighboring mol-
ecules were chosen so that the hydrogen bonds at only the amide
functionalities inL-asparagine and only the imidazolium func-
tionalities inL-histidine are well described (see Figure 2). The
clusters of complete molecules were placed inside the final point
charge array obtained from the EIM calculations. Thus the
cluster of molecules utilized in EIM/cluster calculations are

smaller than the clusters employed in the cluster calculations
because only a portion of the hydrogen bonds are described by
neighboring molecules. Describing all hydrogen bonds with
complete neighboring molecules is not feasible, as too many
molecules must be considered quantum mechanically. The use
of truncated neighboring molecules in the EIM leads to
mismatches between the point charge array and the hydrogens
positions that complete the valences.

The QCC tensor was calculated from the theoretical electric
field gradient using the recently reported value for the14N
electric quadrupole moment ofQ14N ) 20.44 mbarn.58 QCC
calibration calculations were done on ammonia to explore the
general accuracy of the level of theory and basis set employed.
For B3LYP/D95** a QCC oføzz ) 4.562 MHz, for B3LYP/
D95++** øzz ) 4.457 MHz, and for B3LYP/6-311+G** øzz

) 4.602 MHz were calculated after geometry optimization with
the respective level of theory and basis set. These values

Figure 1. (a) R glycine, (b)L-asparagine, and (c)L-histidine clusters as employed in the cluster calculations. All ammonium, imidazolium, and
carboxylic acid groups carry a formal positive and negative charge, respectively. Hydrogen bonds are shown as dashed lines and the corresponding
distances are given in ångstroms.
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compare favorably with the experimental QCC of ammonia in
the gas phase oføzz ) 4.09 MHz.59

The basis set superposition error (BSSE)60 was determined
for the L-histidine cluster. It was found to be less than 3 ppm
in the principal values of both13C and15N shielding tensors.
The BSSE is of the size of experimental errors but an order of
magnitude smaller than the changes observed between calcula-
tions on molecular clusters and isolated molecules. The largest
BSSE for the principal values of the QCC tensors at the nitrogen
position was found to be 0.07 MHz at the Nδ1 position in
L-histidine all other principal values were within 0.02 MHz.
Hence, calculations were not counterpoise corrected. In EIM
calculations BSSE are not encountered because the number of
basis functions is unchanged upon introduction of point charges.

The linear fitting of the theoretical shieldings to the experi-
mental shifts is done using the distance between the theoretical
and experimental tensor as the maximum likelihood estimator.
The distance is defined as the integral of radial differences
between the ellipsoidal surfaces representing the two compared-
shifttensors and thus results in a more reliable comparison.61

EIM Calculations

The EIM method employs the Ewald program reported by
Klintenberg et al.27 with the modifications made by Stueber et
al.28 The Ewald program calculates the electrostatic lattice
potential from partial atomic charges using the Ewald summation
method26 and subsequently fits the charges of an array of point
charges located at crystallographic atomic positions (zone 3)
so that the electrostatic lattice potential within a volume of
interest (zone 1) is reproduced. Zone 1 contains besides the
molecule or cluster of molecules of interest unaltered partial
atomic charges at crystallographic positions representing neigh-
boring molecules in the crystal lattice. The adjustable array of
point charges is separated from zone 1 by a volume containing
unaltered partial atomic charges (zone 2) at crystallographic
positions. Iterations between Ewald calculations and partial
atomic charge calculations (NBO or ChelpG) of the molecule

of interest embedded inside the point charge array are done until
self-consistency defined by differences of partial atomic charges
of less than 0.001e between iterations is achieved. The size of
the three zones is defined by the number of atoms contained.
The definitions areNT total number of point charges,NC number
of point charges inside zone 1 and zone 2,N1 number of point
charges inside zone 1. Zones 1 and 2 are approximately
spherical, whereas zone 3 is constructed by reproducing the unit
cell along the crystallographic axes in positive and negative
directionsN times.

Selected Ewald, EIM, and crystallographic parameters for the
amino acids under investigation are given in Table 2. The size
of zone 1 in the point charge arrays had to be adjusted for each
amino acid crystal due to significantly different molecular shapes
and sizes of these systems. The electrostatic lattice potential in
zone 1 was reproduced by the point charge arrays withNC )
500,N ) 3 with an rms of less than 10µV during the Ewald
iterations of the EIM method. Self-consistency of the point
charge array was found afterNi ) 4 iterations. In the EIM
calculations onL-asparagine andL-histidine, self-consistent NBO
and ChelpG partial atomic charges were calculated for the
respective amino acid molecules, as well as for the water
molecules and the chloride counterion present in the corre-
sponding crystal lattices.

Results and Discussion

EIM. Different approaches of including external potentials
have, to our knowledge, not yet been included in proprietary

Figure 2. (a) L-asparagine and (b)L-histidine cluster as employed in the EIM/cluster calculations. Hydrogen bonds are shown as dashed lines and
the corresponding distances are given in ångstroms. Hydrogen atoms attached to carbons are not shown for clarity.

TABLE 2: Selected Crystal and Ewald Parameters for the
Amino Acids under Investigation

Nuc Za N1 N (NT)

R glycine 40 4 100 3 (8640)
γ glycine 30 3 100 3 (6480)
L-alanine 52 4 100 3 (11232)
L-asparagine 80 4 200 3 (17280)
L-histidine 100 4 200 3 (21600)

a Number of molecules per crystallographic unit cell.
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ab initio programs. The approach taken by Klintenberg et al. is
well suited for our purposes as partial atomic charges at
crystallographic positions in zone 1 may easily be exchanged
with “real” molecules, effectively increasing the quantum cluster
without the need for recalculating the lattice potential. This
becomes especially convenient when the quantum cluster
becomes large and the initial Ewald potential may be calculated
using a quantum cluster consisting of only one molecule. Other
approaches where the lattice potential is read into the quantum
chemistry code via an external input file might be beneficial
for quantum mechanical/molecular mechanics approaches where
the effect of bulk solvent beyond a shell of explicit solvent
molecules may be accommodated by a potential that is supplied
by an external file.62

The partial atomic point charges for the atomic crystal-
lographic positions of the molecule of interest are taken from
NBO or ChelpG calculations. Numerous other methods to
calculate partial atomic charges exist that are based on orbital
population analysis (class II) and fits to the electrostatic potential
of the wave function of a number of points outside the molecule
of interest (class III).63 The partial atomic charges of class III
approaches reproduce the electrostatic potential of the molecule
of interest excellent. However, these approaches depend on
fitting the partial atomic charges to the potential at a finite
number of points outside the van der Waals surface of the
molecule and thus may suffer from underdetermined systems
and result in the partial atomic charges possibly depending on
the choice of points. Furthermore, they exhibit erratic confor-
mational dependence.64-66 Early population-based approaches
exhibit different problems such as erratic basis set dependence
and deficiencies in reproducing the electrostatic potential
obtained directly from the wave function. Some of the deficien-
cies have been overcome with the NBO population analysis and
have been shown to give good results.67 Most importantly, the
NBO population analysis avoids artifacts from fitting procedures
and retains a chemical picture of the assigned partial atomic
charges. Nevertheless, recent class III approaches have been
shown to reproduce the molecules electrostatic potential better
outside the van der Waals surface with partial atomic charges
than class II approaches mainly because they are inherently
monopole based.66 Class II approaches suffer from the fact that
the nuclear charge center and the electronic charge center are
not always coincident and the electronic charge distribution is
not necessarily spherical around the nucleus. Hence, a single
point charge at the nuclear position assigned by the sum of
nuclear charge and electron charge assigned to this nucleus by
a population analysis approximates the electrostatic potential
of the molecule under neglect of resulting higher order multi-
poles at the nuclear position.66 The Ewald summation method
assumes partial atomic charges and omits higher order multi-
poles when NBO derived charges are used in the EIM method.

Figure 3 shows the initial and EIM converged NBO and
ChelpG partial atomic charges for all five investigated com-
pounds. Small deviations are observed for the converged net
charges ofL-asparagine,L-histidine, water molecules, and
chloride anions, relative to their corresponding formal charges.
The converged NBO (ChelpG) partial atomic charges in
L-asparagine add up to a net charge of-0.01e (+0.01e), which
is compensated by a net charge of+0.01e (-0.01e), carried
by the water molecule. TheL-histidine molecule exhibits a
positive converged net charge of+0.93 e (+0.90 e) that is
compensated by charges of-0.05 e (-0.05 e) and -0.88 e
(-0.85 e) on the water molecules and the chloride anions,
respectively.

Similar converged NBO partial atomic charges for atoms in
similar functional groups such as ammonium, carboxylate, and
methine groups as well as crystal water are observed for the
five different compounds. Only the methene carbon partial
atomic charge of the two glycine polymorphs differ significantly
from the corresponding methene carbon partial atomic charges
in L-asparagine andL-histidine. This difference is likely due to
the missing side chain in glycine.

The difference of the converged ChelpG partial atomic
charges in similar functional groups is larger between the
different amino acids than it is for the NBO partial atomic
charges. Substantial differences are found for the partial atomic
charges of the ammonium nitrogen inR andγ glycine of-0.21
eand-0.39ecompared to-0.63e to -0.71e in the remaining
compounds.

The differences between initial and converged NBO partial
atomic charges for all atoms are within the ranges observed
previously.25,29 The largest differences for both ChelpG and
NBO partial atomic charges are obtained for some of the
carboxylate carbon and oxygen atoms. The changes in ChelpG
partial atomic charges upon convergence tend to be larger than
the changes seen in NBO partial atomic charges. In particular,
atoms in functional groups considered to be less polarizable,
such as carbon in methine groups and nitrogen in ammonium
groups, show changes in ChelpG partial atomic charge of up to
+0.44e and-0.48e in L-asparagine, respectively. From both
ChelpG and NBO partial atomic charges, it is apparent that the
charge separation along the bonds involved in hydrogen
bonding, i.e., CO bonds in carboxylate groups and NH bonds
in ammonium groups, increase when the molecules are placed
in the lattice potential; i.e., initial partial atomic charges are
larger than converged partial atomic charges. This is not
surprising, because these bonds are further polarized by
neighboring charges describing the corresponding polar hydro-
gen bond partner of the neighboring molecule.

Because ChelpG and NBO partial atomic charges are obtained
from two different approaches, they can differ substantially for
some functional groups. In the amino acids investigated here
the largest differences are observed for the ammonium and
methine groups. Furthermore, an opposite polarity of the CH
bond in the methine groups is calculated with the two methods.
The effect of the difference in NBO and ChelpG partial atomic
charges on the chemical shielding tensor and QCC is discussed
in the following sections.

13C Chemical Shift Principal Values. Table 3 gives the
linear fitting results for the13C shielding shift correlation and
Figures 4 and 5 show the corresponding graphs. For the
following discussion the results of the the D95** basis set are
used, as the cluster calculations were not feasible at larger basis
sets. Moreover, it is apparent from Table 3 that the full double-ú
basis sets, D95** and D95++**, perform at least equally well
with the B3LYP functional as the often used valence triple-ú
basis sets 6-311G** and 6-311+G**. 15 Improved theoretical
shielding calculations are expected for full triple-ú and larger
basis sets.

The method to calculate the partial atomic charges has only
a small effect on the resulting chemical shielding tensors, as
may be seen in Table 3. The shift/shielding correlations obtained
with ChelpG and NBO EIM calculations are indistinguishable.
Despite the fact that the electrostatic potential of neighboring
molecules is better reproduced by the ChelpG partial atomic
charges,41 the EIM chemical shielding calculations utilizing
NBO partial atomic charges reproduce the electrostatic potential
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of the neighboring molecules sufficiently to reproduce carbon
chemical shielding. The largest differences between NBO and
ChelpG EIM shielding calculations of up to 5.5 ppm are
observed, as expected, in the sensitiveσ22 principal shielding
components of the carboxylate carbons. The difference in the
components of the aliphatic carbon shielding tensors is less than
0.6 ppm, and the overall average absolute difference is less than
0.9 ppm.

Using all carbon shifts, the slopes and intercepts for all lattice
models at B3LYP/D95** compare favorably with the expected
slope of-1 and the reported absolute shielding of liquid TMS
of 188.1 ppm.68 The intercept may also be compared to the
calculated shielding of methane at B3LYP/D95** of 192.4 ppm
by subtracting the 7 ppm difference between gas-phase methane
and TMS, resulting in an intercept of 185.4 ppm.68 When the
correlation between shielding and shift is done separately for
sp3 and sp2 carbons, it is apparent that two quite different
correlations are obtained. The slopes found for the eight aliphatic
sp3 carbons (i.e., all CR and Câ) deviate considerably from the
slope previously observed for calculations on nonpolar terpenes
with the same level of theory and basis set.4 The source of this

discrepancy is not fully understood but may result from
unaccounted steric interactions (van der Waals contacts) or
limitations of the basis set and level of theory in zwitterionic
hydrogen-bonded systems.

In the past, good agreement between calculated shieldings
and experimental shifts for less polarizable aliphatic carbons
was found for calculations on isolated molecules.4,16,19The rms
distances for the four methods of the aliphatic sp3 carbns are
reasonably small for all models employed (see Table 3), with
the rms distance ranging from 5.3 to 3.5 ppm with the smaller
rms distances observed for the EIM and cluster methods.
Furthermore, a difference of 14 ppm for the calculatedσ11 at
the CR position in L-asparagine was found between the EIM
and the isolated molecule calculations. The difference in
principle shielding values for all other sp3 carbons between EIM
and isolated molecule calculations is less than 6 ppm. This
difference, and the comparison of Figure 5a with 5b-d as well
as Figure 5d with 5e indicate that even shift tensor calculations
for aliphatic carbons are in certain cases considerably affected
by long range electrostatic effects encountered in zwitterionic
crystals.

Figure 3. Initial and converged partial atomic charges calculated for (a)R glycine, (b)L-alanine, (c)γ glycine, (d)L-asparagine monohydrate, and
(e) L-histidine monohydrate monohydrochloride. Initial charges are given first; converged charges, second. CHelpG charges are given in italic font.
Heavy atom charges are in bold type; hydrogen partial charges, in regular type font, respectively.
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The slopes and intercepts found for the nine sp2 carbons
compare favorably with the expected slopes and intercepts
previously found.4 In Figure 4 the correlation plots of all
experimental13C principal chemical shift values with the
theoretical principal shielding values are shown for the four
different models employed in this study. Comparing Figure 4a
with Figure 4b,c reveals that the agreement between experi-
mental principal shifts and theoretical principal shieldings
substantially improved for the carboxylic and aromatic sp2

carbons (in the shift region from 110 to 250 ppm, as indicated
by arrows in Figure 4a-d) when the intermolecular interactions
are included in the model by either cluster or EIM. Especially,
the agreement for theσ22 and σ11 values of the carboxylic
carbons, which are known to be more sensitive to hydrogen
bonding, is improved by about 50 ppm over the calculations
performed on isolated molecules.

It is apparent from Figure 4a,b and Table 3 that the cluster
approach does improve the correlation; however, the rms
distance is still twice as large as for the EIM calculations. This
is due to the fact that long range electrostatic interactions beyond
the first shell of neighboring molecules are completely neglected
in the cluster approach. Accordingly, the cluster including only

the first shell of neighboring molecules does not correctly
reproduce the electrostatic crystal potential around the molecule
of interest in the solid. Hence, all molecular clusters have
remaining dipole moments ranging from 80 D forγ glycine to
32 D forL-histidine. Polarizable shifts such as the sp2 carboxylic
13C shifts are affected by this truncation and exhibit the largest
effects (for exampleδ22 of γ glycine circled in Figure 4b).

The good agreement between EIM calculated13C shieldings
and experimental principal shifts indicates that the hydrogen
bonding and long range electrostatic effects encountered in the
amino acids are sufficiently represented by the surrounding
partial atomic charges in the EIM method. Especially theσ22

andσ11 values for the carboxylic carbons, which are known to
be sensitive to hydrogen bonding, reveal that hydrogen bonding
is sufficiently described by partial atomic charges for13C
shielding calculations.69,70This may be due to the fact that most
hydrogen bonds in amino acids may be classified using Jeffries'
classifications given in Table 4 as mainly moderate ionic
hydrogen bonds that are primarily of electrostatic nature.71 The
covalent part of these hydrogen bonds, which is described
inadequately by point charges, appears to have a smaller effect
on the theoretical13C chemical shielding tensors.72 If molecules

TABLE 3: Fitting Results for the 13C Shift Shielding Correlation Using the Squared Distance between Tensors as Estimatora,61

single mol
D95**

cluster
D95**

EIM
D95**

EIM/clusterb

D95**
EIM/ChelpG

D95**

all carbons
rms distance/ppm 13.3 7.7 4.1 4.0 4.3
slope -0.92( 0.03 -0.95( 0.02 -0.97( 0.01 -0.96( 0.01 -0.97( 0.01
intercept/ppm 185.6( 3.4 186.2( 2.0 187.4( 1.1 185.4( 1.4 187.3( 1.1

sp3 carbons only
rms distance/ppm 4.8 3.6 3.9 4.1
slope -1.11( 0.07 -1.11( 0.05 -1.15( 0.06 -1.15( 0.06
intercept/ppm 192.6( 3.0 192.6( 2.2 194.3( 2.4 194.6( 2.5

sp2 carbons only
rms distance/ppm 17.8 10.0 3.8 3.9
Slope -0.94( 0.08 -0.94( 0.04 -0.96( 0.02 -0.96( 0.02
intercept/ppm 189.81( 2.9 185.9( 7.2 185.8( 2.8 185.8( 2.9

single mol
6-311+G**

EIM
D95++**

EIM/clustera

D95++**
EIM

6-311G**
EIM

6-311+G**

all carbons
rms distance/ppm 14.7 3.7 3.6 5.4 4.0
slope -0.97( 0.03 -0.99( 0.01 -0.98( 0.01 -1.01( 0.01 -1.03( 0.01
intercept/ppm 182.4( 3.7 187.0( 0.9 185.3( 1.3 183.6( 1.4 183.5( 1.0

sp3 carbons only
rms distance/ppm 5.3 3.5 4.1 3.8
slope -1.05( 0.08 -1.14( 0.05 -1.15( 0.06 -1.18( 0.05
intercept/ppm 185.2( 3.3 192.7( 2.1 189.3( 2.5 189( 2.3

sp2 carbons only
rms distance/ppm 19.9 3.4 6.1 3.9
slope -0.98( 0.09 -0.99( 0.01 -1.00( 0.03 -1.04( 0.02
intercept/ppm 183.5( 14.5 186.3( 2.5 181.1( 4.4 184.7( 2.8

a All EIM calculations utilized NBO partial atomic charges unless indicated otherwise.b Only the carbon principal shift values ofL-histidine and
L-asparagine are considered.

TABLE 4: Hydrogen Bond Classification Following Jeffreya,5,71

strong moderate weak

interaction type strongly covalent mostly electrostatic electrostat./dispers
bond lengths H‚‚‚A/Å 1.2-1.5 1.5-2.2 >2.2
lengthening of X-H/Å 0.08-0.25 0.02-0.08 <0.02
X-H versus H‚‚‚A X-H ≈ H‚‚‚A X-H < H‚‚‚A X-H , H‚‚‚A
X...A/Å 2.2-2.5 2.5-3.2 >3.2
directionality strong moderate weak
bond angles/deg 170-180 >130 >90
bond energy/kcal mol-1 15-40 4-15 <4
rel IR shift ∆νXH/cm-1 25% 10-25% <10%
1H downfield shift 14-22 <14

a The numerical values are guiding values only.
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are included that describe the hydrogen bond quantum mechani-
cally in the quantum cluster of the EIM calculation for
L-asparagine andL-histidine, the13C principal shielding values
are altered by an amount that is indistinguishable from changes
due to basis set superposition. However, the situation is quite
different for nitrogens directly involved in intermolecular
interactions, as will be discussed in the following section.

The correlation of the experimental directional cosines of all

C-N bonds in the chemical shift principal axis system obtained
from FIREMAT data with the theoretical directional cosines is
shown in Figure 6. Similar to the principal values, the
orientations of the shift tensor reveal sensitivity to the effects
of the surrounding lattice and the orientations show improved
agreement when such effects are included, either with the cluster
or the EIM approaches. The average angle between the
experimentally determined and the theoretical C-N orientation

Figure 4. Correlation between experimental13C principal shifts and theoretical shieldings. Dashed lines give the best fit line. Solid lines indicate
the expected correlation with a slope of-1 and an intercept of 188.1 ppm. Arrows indicate C′ δ11 andδ22 shift regions. (a) Isolated molecule. (b)
Cluster. Theγ glycine δ22 shift value is circled. (c) EIM/NBO. (d) EIM D95++**. (e) Isolated molecule 6-311+G**. (f) EIM 6-311+G**.
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in the shift principal axis system is 15.1° for the calculations
on isolated molecules and 7.1° and 7.4° for the cluster and EIM
calculations, respectively.

15N Chemical Shift Principal Values. In Figure 7 the
correlation between experimental nitrogen principal shift values
and theoretical shieldings is shown, and Table 5 summarizes
the results. In accordance with the results for13C, single
molecule and EIM shielding calculations utilizing the D95**

and D95++** basis sets yield nitrogen shieldings of similar
quality than calculations utilizing 6-311G** and 6-311+G**.
Hence, cluster calculations with the D95** basis set are
sufficient and the results of the B3LYP/D95** level where all
four lattice models are calculated are further discussed. The
slopes and intercepts for the different correlations may be
compared to the expected slope of-1 and the expected intercept
of -135.8 ppm.73,74 Similar to the results obtained for13C,

Figure 5. Correlation between experimental sp3 13C principal shifts and theoretical shieldings. Dashed lines give the best fit line. Solid lines
indicate the expected correlation with a slope of-1 and an intercept of 188.1 ppm. (a) Isolated molecule. (b) Cluster. (c) EIM/NBO. (d) EIM
D95++**. (e) Isolated molecule 6-311+G**. (f) EIM 6-311+G**.
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significant improvements in the agreement between theoretical
and experimental values are observed when intermolecular
interactions are included in the model by either the cluster or
the EIM approach. Moreover, the principal shielding values
calculated with the EIM method are rather insensitive to the
approach utilized to calculate the partial atomic charges. The
correlations obtained with the NBO and ChelpG EIM calcula-
tions are indistinguishable and the differences in principle
shielding component are less than 4.4 ppm with an average
absolute difference of less than 1 ppm. Nevertheless, the rms
distance for cluster and EIM calculations remains quite large.
This indicates that the intermolecular interactions, both short
range partially covalent hydrogen bonds and long range
electrostatic interactions, are not completely described by either
the cluster or the EIM approach alone. The emphasis is placed
on the sp2 amide nitrogen inL-asparagine and the sp2 imida-
zolium nitrogen inL-histidine, because sp3 ammonium nitrogen
are chemically less polarizable with only a very small shift
anisotropy (∼20 ppm). Hydrogen bonding has explicitly been
included in L-asparagine and inL-histidine calculations by
increasing the number of molecules in the EIM so that
intermolecular hydrogen bonds at the amide and imidazolium
nitrogens is described faithfully by a cluster of complete
neighboring molecules (EIM/cluster). This combined model
increases the agreement between theory and experiment further
and decreases the rms distance to 3.6 ppm for B3LYP/D95**
and to 3.2 ppm for B3LYP/D95++**.

The theoretical principal shift values for the different ap-
proaches for Nδ2 in L-asparagine and Nε2 and Nδ1 in L-histidine
are compared with the experimental shift values in Figure 8. It
is apparent from this figure that the different models result in
significantly different principal shift values. The values change
substantially on inclusion of molecules describing the hydrogen
bonding quantum mechanically in the EIM and reveal that
intermolecular hydrogen bonding is insufficiently described
when the neighboring molecules are represented only by the
point charges in the EIM. Similar differences were reported
between quantum mechanical and quantum mechanical/molec-
ular mechanics calculations on a simpleN-methylacetamide-
water model.18

In L-histidine the hydrogen bonding at Nδ1 may be classified
using the classification of Jeffrey (see Table 4) as a moderate

to strong hydrogen bond, whereas Nε2 is involved in a moderate
hydrogen bond. Comparing the changes for the different nitrogen
positions for the imidazolium nitrogen inL-histidine shows that
the largest effect is observed for theδ22 value of Nδ1, which is
known to be the most sensitive shift component to hydrogen
bonding.6 Thus, the largest effect is seen for the interaction with
the supposedly largest covalent character, as expected. The
hydrogen bonding at the Nδ2 in L-asparagine is more compli-
cated, because the amide group participates in three hydrogen
bonds and all three are expected to have an effect on the15N
shift. Here the largest change upon including more molecules
in the EIM are observed in theδ11 andδ33 values. This clearly
indicates that the covalent character of hydrogen bonds and long
range electrostatic interactions must be included in the model
to obtain accurate nitrogen principal shift values.

14N Quadrupolar Coupling Constants. The quadrupolar
Hamiltonian in its PAS is given by75

whereVRR are the principal values of the electric field gradient
(EFG) tensor.Q is the electric quadrupole moment of the
nucleus,e is the electron charge, andS is the nuclear spin
quantum number. The principal values of the EFG tensor are
ordered with the convention|Vxx | < |Vyy| < |Vzz|. Often, the
quadrupolar interaction is reported as the quadrupolar coupling
constant,ø, and asymmetry parameters,ηEFG, which are defined
as follows:

Here we compare the quadrupolar coupling constants principal
values (øRR), which are given by

This allows for the easier comparison of all components of the
tensor and avoids complications when the largest QCC changes
sign between models that are compared.

The experimental and theoretical values for the different
models are reported in Table 6. It is readily seen that the QCC
principal values calculated on isolated molecules do not correlate
with the experimental values (R2 < 0.5). As is well-known,
intermolecular interactions must be included in the model,
because the field gradient resulting from the potential of the
neighboring molecule adds to the local field gradient and the
potential of the neighboring molecule alters the local charge
distribution.3,13,21,76Accounting for the intermolecular interac-
tions by the cluster or the EIM approach results in an improved
agreement between experimental and theoretical values. The
EIM improves the calculated QCC, but describing the short
range intermolecular interactions only by partial atomic charges
is not sufficient to obtain quantitative14N QCC values. For
example, the calculated QCC for the imidazolium nitrogen using
an isolated molecule or EIM with NBO or ChelpG partial atomic
charges results in similar QCC for Nδ1 and Nε2 and fails to reveal
the distinct difference found experimentally. The agreement for

Figure 6. Correlation between theoretical and experimental C-N
directional cosines in the shift tensor principal axis system. The
theoretical values are taken from B3LYP/D95** calculations; NBO
partial atomic charges were used in the EIM.

ĤX
Q ) eQ

4S(2S- 1)[3Vzz(Ŝz
2 - Ŝ2) + 1

2
(Vxx - Vyy)(Ŝ

+Ŝ+ -

Ŝ-Ŝ-)] (1)

ø ) e2Qqo/h with eqo ) Vzz and

ηEFG )
Vxx - Vyy

Vzz
(2)

øaa ) e2QqRR/h with eqRR ) VRR and

0 ) ∑
R

VRR where R ) x, y, z (3)
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the EIM calculations is not substantially improved when diffuse
functions are included or larger basis sets are used, indicating
that a deficiency in the description of the close neighbors is
likely, not a limitation of the basis set. The inability to reproduce
the experimental QCC principal values at the Nδ1, Nε2 position
in L-histidine and the Nδ2 position in L-asparagine clearly
indicates in this case that the EIM for an isolated molecule is
an insufficient model. This parallels the discrepancy for the
nitrogen chemical shift principal values at this positions.

The cluster approach already gives excellent agreement for
the ammonium parameters in all compounds. The QCC for the
sp2 nitrogen positions from the cluster calculations are, however,
too large. This may be due to the sp3 ammonium nitrogens

having a high local symmetry that minimizes the field gradients'
importance in QCC. Further, ammonium nitrogens are consid-
ered to be less polarizable than sp2 nitrogens and thus the effect
of long range intermolecular electrostatic interactions for the
ammonium groups is less pronounced for the amide and
imidazolium nitrogen. The lack of agreement for both the cluster
and EIM method in the amide and especially the imidazolium
14N QCCs clearly indicates that both the short range covalent
character of the hydrogen bonds and the long range electrostatic
interactions have to be included in an appropriate model of these
compounds in the solid state.

For the EIM/cluster calculations with increased quantum
cluster, the QCC principal values of Nδ2 in L-asparagine are in

Figure 7. Correlation between experimental15N principal shifts and theoretical shieldings. Solid lines indicate the expected correlation with a
slope of-1 and an intercept of-135.8 ppm. (a) Isolated molecule. (b) Cluster. (c) EIM/D95**. (d) EIM/cluster.

TABLE 5: Fitting Results for the 15N Shift Shielding Correlation Using the Squared Distance between Tensors as Estimatora,61

single mol
D95**

cluster
D95**

EIM
D95**

EIM/cluster
D95**

EIM/ChelpG
D95**

rms distance /ppm 14.8 8.8 7.7 3.6 8.5
slope -0.93( 0.05 -1.05( 0.03 -1.05( 0.03 -1.12( 0.03 -1.05( 0.03
intercept /ppm -103.5( 13.9 -144.0( 8.2 -133.3( 7.3 -158.0( 3.6 -132.1( 8.0

single mol
6-311+G**

EIM
D95++**

EIM/cluster
D95++**

EIM
6-311G**

EIM
6-311+G**

rms distance /ppm 19.4 7.5 3.2 9.7 8.3
slope -0.96( 0.06 -1.06( 0.03 -1.13( 0.01 -1.08( 0.03 -1.08( 0.03
intercept /ppm -119.3( 18.1 -135.6( 7.0 -160.1( 3.2 -149.7( 9.1 -154.1( 7.8

a All EIM calculations utilized NBO partial atomic charges unless indicated otherwise.
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close agreement with the corresponding experimental results.
The fact that the coupling constants are improved from the

cluster calculations by over 0.7 MHz clearly indicates that long
range electrostatic interactions have a sizable effect on the QCC
in zwitterionic systems. For the QCC at the imidazolium
nitrogen position the agreement between experiment and theory
is also improved over the cluster calculations, with the QCC at
the Nε2 position improved by 0.3 MHz. However, larger basis
sets and levels of theory are needed to improve further the
description of this type of ionic hydrogen bonded systems.

Conclusions

We have shown that accurate13C and 15N principal shift
values and14N QCC may be calculated in zwitterionic hydrogen-
bonded molecular crystals when the lattice effects are properly
taken into account. In the case of the13C principal shift values,
the lattice is sufficiently described using arrays of point charges
that accurately reproduce the Ewald potential at the molecule
of interest even when intermolecular hydrogen bonding to
neighboring molecules is present. As expected, theσ11 andσ22

values for the polarizable carboxyl carbons involved in hydrogen
bonding reveal the largest effect on including lattice effects.
The aliphatic carbon shift tensors are also appreciably affected.
The important question is to what extent are steric interactions
represented by the EIM method and how are the shifts of
strained geometries affected by intermolecular electrostatics has
not been totally addressed, because the investigated compounds
presently lack sufficient examples. The quality of the carbon
principal shielding values in zwitterionic hydrogen bonded
systems calculated using the EIM is equivalent to principal
shielding values calculated for isolated nonpolar hydrocarbons.

The 15N principal shift values and the14N QCC of the sp2-
hybridized nitrogen are more sensitive to lattice effects than

TABLE 6: Experimental and Theoretical QCC Principal Values /MHz a

single mol
D95**

single mol
6311+G**

cluster
D95**

EIM
D95**

EIM/ChelpG
D95**

EIM
D95++**

EIM
6-311+G**

EIM/cluster
D95** exp

R Glycineb

N øzz 0.45 0.49 1.26 0.73 0.73 0.80 0.83 1.18
øyy -0.35 -0.34 -0.91 -0.48 -0.45 -0.51 -0.53 -0.91
øxx -0.10 -0.15 -0.35 -0.25 -0.28 -0.29 -0.30 -0.27

γ Glycinec

N øzz 0.51 0.55 0.96 0.66 0.63 0.71 0.73 1.24
øyy -0.49 -0.49 -0.63 -0.42 -0.39 -0.47 -0.46 -0.80
øxx -0.02 -0.06 -0.33 -0.24 -0.24 -0.24 -0.27 -0.44

L-Alanined

N øzz -0.57 -0.52 1.08 0.66 0.64 0.71 0.75 1.21
øyy 0.48 0.49 -0.67 -0.44 -0.43 -0.47 -0.48 -0.76
øxx 0.09 0.02 -0.41 -0.22 -0.21 -0.24 -0.27 -0.45

L-Asparaginee

N øzz 0.46 0.27 1.16 0.77 0.72 0.81 0.73 0.77g 1.15
øyy -0.41 -0.21 -0.94 -0.59 -0.59 -0.62 -0.58 -0.53g -0.70
øxx -0.05 -0.05 -0.22 -0.18 -0.13 -0.19 -0.15 -0.24g -0.45

Nδ2 øzz -4.71 -4.08 -3.39 -3.61 -3.70 -3.51 -3.00 -2.65 -2.68
øyy 2.46 2.20 2.24 2.32 2.32 2.29 1.61 1.72 1.78
øxx 2.25 1.88 1.16 1.28 1.38 1.21 1.39 0.93 0.90

L-Histidinef

N øzz -0.45 -0.43 1.69 0.95 0.95 0.93 0.95 0.93g 1.15
øyy 0.35 0.38 -1.20 -0.71 -0.74 -0.62 -0.62 -0.68g -0.69
øxx 0.09 0.05 -0.49 -0.24 -0.21 -0.31 -0.33 -0.25g -0.47

Nδ1 øzz -2.57 -2.31 1.92 -2.01 -2.03 -1.98 -1.68 1.86 1.47
øyy 1.45 1.33 -1.40 1.55 1.56 1.54 1.39 -1.45 -0.93
øxx 1.12 0.98 -0.53 0.47 0.48 0.44 0.29 -0.41 -0.54

Nε2 øzz -2.19 -1.85 -2.21 -1.99 -2.02 -1.95 -1.63 -1.82 -1.29
øyy 1.29 1.04 1.80 1.42 1.43 1.42 1.25 1.52 1.25
øxx 0.90 0.81 0.41 0.56 0.59 0.52 0.39 0.30 0.03

a All EIM calculations utilized NBO partial atomic charges unless indicated otherwise.b -fExperimental QCC taken from (b) ref 36, (c) ref 77,
(d) ref 37, (e) ref 39, (f) ref 40.g Intermolecular interactions at these positions are only described by point charges and thus the QCC are similar
to the values found for the EIM method using the D95** basis set.

Figure 8. Comparison of nitrogen principal shift values for the
theoretical models employed. (A) Isolated molecule. (B) Cluster. (C)
EIM/D95**. (D) EIM/cluster. The theoretical shielding values were
converted to shifts by subtracting-135.8 ppm and multiplying with
-1.
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the 13C shifts. This sensitivity requires that hydrogen bonding
to neighboring molecules be described quantum mechanically
with explicit inclusion of the neighboring molecules along with
an accurate description of long range electrostatic interactions.
Neglecting either short range covalent or long range electrostatic
interaction affects the resulting shielding and quadrupolar
couplings considerably. For stronger hydrogen bonds the neglect
of short range covalent interactions appears to introduce the
most severe impairment. The accuracy of the combined EIM/
cluster model yields theoretical15N principal shielding values
in zwitterionic hydrogen bonded systems that are of comparable
quality with the13C principal shielding values.
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